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Spoken language contains few reliable acoustic cues to word boundaries, yet listeners
readily perceive words as separated in continuous speech. Dilley and Pitt (2010) showed
that the rate of nonlocal (i.e., distal) context speech influences word segmentation, but
present theories of word segmentation cannot account for whether and how this cue
interacts with other acoustic cues proximal to (i.e., in the vicinity of) the word boundary.
Four experiments examined the interaction of distal speech rate with four proximal
acoustic cues that have been shown to influence segmentation: intensity (Experiment 1),
fundamental frequency (Experiment 2), word duration (Experiment 3), and high
frequency noise resembling a consonantal onset (Experiment 4). Participants listened
to sentence fragments and indicated which of two lexical interpretations they heard,
where one interpretation contained more words than the other. Across all four
experiments, both distal speech rate and proximal acoustic manipulations affected the
reported lexical interpretation, but the two types of cues did not consistently interact.
Overall, the results of the set of experiments are inconsistent with a strictly-ranked
hierarchy of cues to word boundaries, and instead highlight the necessity of word
segmentation and lexical access theories to allow for flexible rankings of cues to word
boundary placement.
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Understanding spoken language requires segmentation of the continuous acoustical
signal into discrete words; however, few acoustic cues have been identified that
consistently signal a word boundary (Cole, Jakimik, & Cooper, 1980; Lehiste, 1960).
Thus, much remains to be explained regarding what information listeners use to
recognise where a word boundary occurs, as well as how many word boundaries*and
hence how many words*are present in the speech signal. The present paper focuses
on the segmentation of words that begin with a vowel when there is another
immediately preceding vowel or sonorant segment. In such contexts, there is often
coarticulation across the word boundary such that it is unclear even how many
boundaries there are. For example, should , with a long ‘‘er’’ ( ) sound, be
glossed as after rich (which contains one word boundary), after a rich (which contains
two word boundaries), or some other possibility? And to what extent can various
acoustic cues contribute to the perception of a word boundary?

Current theories of word segmentation can be broadly divided into two categories:
lexical theories and pre-lexical theories. According to lexical theories of segmentation
(e.g., TRACE, McClelland & Elman, 1986; Shortlist, Norris, 1994), word segmenta-
tion occurs as a consequence of lexical activation and lexical competition; lexical items
are identified from the input sequence of phonemes, and the locations at which one
lexical item ends and the next begins are identified as word boundaries. It is unclear,
however, how lexical theories would be able to accommodate ambiguity in the number
of word boundaries, rather than just in the locations of word boundaries. In lexical
theories, the notion of phonemes as discrete inputs to the parser is taken for granted,
and, as such, ambiguity concerning the number of phonemes (and, therefore, the
number of word boundaries) is rather challenging to accommodate. More recent
lexical accounts of word segmentation have taken steps to address the oversimplified
account of input to the parser by adding some level of probability to the possible
parser inputs (e.g., Shortlist B, Norris & McQueen, 2008). However, it is still unclear
how these models would be capable of resolving ambiguity in the number of word
boundaries (and words) in the speech signal rather than merely resolving the locations
of a fixed number of word boundaries, in cases when multiple potential interpretations
lead to perception of valid lexical items.

Pre-lexical accounts of segmentation (e.g., Christiansen, Allen, & Seidenberg,
1998), meanwhile, posit that listeners make use of a variety of sublexical cues in order
to segment speech, building on studies of language production. Sublexical cues, which
lead to real-time resolution of lexical ambiguity (Davis, Marslen-Wilson, & Gaskell,
2002; Salverda, Dahan, & McQueen, 2003), can include segmental cues, such as
probabilistic phonotactics (McQueen, 1998; Saffran, Newport, & Aslin, 1996),
subsegmental cues such as laryngealisation (Dilley, Shattuck-Hufnagel, & Ostendorf,
1996) or allophonic cues (Mattys & Jusczyk, 2001), and suprasegmental cues, such as
word stress (Cutler & Norris, 1988) and segmental lengthening (Byrd & Saltzman,
2003; Shatzman & McQueen, 2006; Turk & Shattuck-Hufnagel, 2000). Though pre-
lexical theories can accommodate ambiguity in the number of word boundaries more
easily, they do not specify which acoustic cues in the speech signal are used to
determine the number of word boundaries in any particular sequence, nor to what
extent each acoustic cue is utilised. Ascertaining the relative contribution of each
acoustic cue to word boundary placement may be difficult, due to uncertainty in
the communicative status of each of these cues. Pitch (and its acoustic
correlate, fundamental frequency, or F0) has been considered to be straightforwardly
suprasegmental in nature (Lehiste, 1970), yet it is systematically perturbed by
segmental boundaries (Hanson, 2009; Pardo & Fowler, 1997), such as those produced
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by the potentially subsegmental realisation of glottalised voice quality at the onset of a
vowel-initial word (Hillenbrand & Houde, 1996). A similar argument can be
constructed for other acoustic cues such as intensity and lengthening.

Despite the predictions of pre-lexical theories, few previous studies have directly
manipulated multiple sublexical acoustic cues simultaneously to examine their
combined influence on the perception of word boundaries. Repp, Liberman, Eccardt,
and Pesetsky (1978) varied the duration of a silent interval at the word boundary
within the phrase ‘‘grey ship’’ and the duration of frication noise in ‘‘sh’’ ( ), thereby
generating four possible percepts: ‘‘gray ship’’, ‘‘great ship’’, ‘‘gray chip’’, and ‘‘great
chip’’. Across multiple levels of silence duration, lengthening the duration of frication
noise triggered more frequent perception of ‘‘ship’’ than ‘‘chip’’. Above a certain
silence duration threshold (approximately 20 ms) participants were more likely to hear
‘‘great’’ than ‘‘gray’’, though this varied as a function of frication noise duration.
Hillenbrand and Houde (1996) investigated acoustic cues to the perception of
intervocalic glottal stops by manipulating amplitude and F0 contours in synthetic
utterances with continuous voicing modelled after the naturally-produced digit
sequence ‘‘oh-oh’’ . They found that the presence of a dip in intensity and/or F0

was almost always sufficient to cause perception of a glottal stop in the middle of the
stimulus (i.e., to cause perception of two syllables, rather than one). Shimizu and
Dantsuji (1980) found that increasing F0 in the vowel immediately preceding a
candidate word boundary increased the likelihood of perceiving that boundary, but
their results depended on the dialect of Japanese spoken by participants, and no
statistical analyses were reported. Given the low number of perceptual studies related
to potentially suprasegmental cues, and the statistical and ecological limitations in
some of the studies that do exist, examining the results of the systematic manipulation
of those cues with regard to perception is of paramount importance.

Though the lexical and pre-lexical approaches have some striking differences, recent
work has attempted to synthesise the information from the two theoretical
perspectives into a unified approach to word segmentation (Mattys, White, &
Melhorn, 2005). Mattys et al. (2005) accepted some of the chief arguments of
the lexical and pre-lexical approaches, and then set about ranking each of the cues
with respect to each other, eventually postulating a three-tier system. Tiers are
organised in such a way that cues in higher tiers are assumed to override cues
occupying tiers that they dominate. In the top tier (Tier I) are the ‘‘Lexical’’ cues, such
as sentential context and lexical knowledge. Next, in Tier II, are the ‘‘Segmental’’ cues,
like allophony and phonotactics. And, finally, ‘‘Metrical Prosody’’ constitutes Tier III,
featuring cues such as word stress. The system accounts for a number of experimental
findings presented in the paper itself as well as a variety of subsequent work (see, e.g.,
Mattys & Melhorn, 2007).

The Mattys et al. (2005) hierarchy is the most fully elaborated theory proposed yet
that attempts to take into account multiple segmentation cues. However, other
theoretical approaches have begun to be developed which attempt to account for how
multiple sources of information can simultaneously influence phonetic perception.
These approaches are based, for instance, on Bayesian statistics (Clayards, Tanenhaus,
Aslin, & Jacobs, 2008; Feldman, Griffiths, & Morgan, 2009; Toscano & McMurray,
2010), and have begun to be extended to word segmentation (Goldwater, Griffiths, &
Johnson, 2009; Norris & McQueen, 2008). Further development of these various
models may prove fruitful, as recent research in word segmentation has suggested
already that the hierarchy proposed by Mattys et al. (2005) provides an incomplete
account for certain experimental findings. For example, transitional probabilities, that
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is, the statistical tendency for certain phoneme sequences to straddle word boundaries
and others to occur word-internally, are ranked at the same level as phonotactics and
coarticulation in Tier II of the proposed hierarchy. Despite their identical position on
the hierarchy, phonotactics and coarticulation can both overpower transitional
probabilities in cuing word boundary placement, though the dominance of each cue
is subject to modulation by signal quality (Fernandes, Ventura, & Kolinsky, 2007;
Mersad & Nazzi, 2011). In addition, recent work by Newman, Sawusch, and
Wunnenberg (2011) has argued for inclusion of a Possible Word Constraint in the
segmentation hierarchy when segmenting fluent speech into individual words (Norris,
McQueen, Cutler, & Butterfield, 1997); such a constraint would limit the system to
considering only parsings that could conceivably be words in the language, so as not to
strand illegal sequences.

A separate line of discrepancies from the Mattys et al. (2005) word segmentation
hierarchy has emerged in the form of ‘‘distal’’ prosodic cues that are temporally
distant from a potential word boundary. Distal cues contrast with ‘‘proximal’’
prosodic cues that are on a syllable adjacent to a potential word boundary. In one
experiment investigating the use of distal prosodic cues, listeners transcribed sequences
of syllables such as down town ship wreck, which were ambiguous as to whether they
ended in a monosyllabic word (as in down township wreck), or in a bisyllabic word (as
in downtown shipwreck). Listeners perceptually grouped the syllables, thereby hearing
either a monosyllabic word or a bisyllabic word at the end of the sequence of syllables,
in line with patterns established in distal prosodic information (e.g., F0) even without
changing the acoustic information found within the proximal region (Dilley &
McAuley, 2008). The location of distal prosodic cues in the Mattys et al. (2005)
hierarchy is unclear, a point which was followed up in subsequent work by Dilley,
Mattys, and Vinke (2010). Given the nonlexical nature of prosodic cues, distal
prosodic cues ought to rank lower than the syntactic and semantic cues situated in
Tier I of the hierarchy; however, when distal prosodic and semantic cues are pitted
against each other, distal prosodic cues can override semantic cues in determining
word boundary placement (Dilley et al., 2010).

Distal speech rate is another distal prosodic cue which has been shown to have
robust effects on word segmentation. Dilley and Pitt (2010) investigated the influence
of distal speech rate information on word boundary placement by looking at speech
fragments showing spectral continuity across the word boundary at the onset of a
critical function word (e.g., or realised as in the context Don must see the harbor or
boats. . .). When the entire fragment was presented unaltered, listeners usually heard a
function word. However, when the distal context was slowed down while the proximal
context around the function word was presented at the unaltered spoken rate,
participants reported hearing a function word much less frequently. In other words,
the contrast between the (slowed) distal speech rate and the (relatively fast) proximal
speech rate caused them to perceive one less word boundary when the distal speech
rate was slowed down. The effects demonstrated by Dilley and Pitt (2010) represent a
novel departure from a rich body of previous work on phonetic effects of speech rate
on phonemic perception (Miller, 1981; Miller & Volaitis, 1989; Summerfield, 1981) in
that distal speech rate manipulations were shown to make entire words appear or
disappear perceptually. This illustrates that distal speech rate can affect the number of
words (and hence, the number of word boundaries and phonemes) that are heard, not
just the location of a boundary along a phonetic continuum for lexical material with a
fixed number of phonemes. Recent work has similarly shown that in Dutch, distal
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speech rate can influence whether a segment is heard as word-initial or word-final
(Reinisch, Jesse, & McQueen, 2011).

However, distal prosodic effects, including the distal speech rate effect, have yet to
be situated within the Mattys et al. (2005) hierarchy. More broadly, examining whether
distal speech rate trades off against other kinds of segmentation information will help
to provide evidence for the idea that word segmentation is a dynamic process that
involves flexible and dynamic cue integration. Data which might demonstrate such a
flexible and dynamic process could then serve as a starting place for the further
development of word segmentation models.

For the present, we focus on the proposal of Mattys et al. (2005), the most fully
elaborated word segmentation theory so far that is capable of accounting for the
integration of multiple cues. In so doing it is noteworthy that Dilley et al. (2010) found
that distal prosodic cues override semantic cues (Tier I) in determining word boundary
placement. As such, distal prosodic cues would be situated above semantic cues in a
word segmentation hierarchy, a tier above the present ‘‘Tier I’’. Conversely, it is also
possible that distal prosodic cues, including the newly-reported distal speech rate cue,
are easily outranked by other segmentation cues. Mattys et al. (2005) assigned Tier III,
their lowest ranked tier, to be the tier for ‘‘metrical prosody’’. If that description of
Tier III is widened to include all prosodic considerations, as seems reasonable, it
would be predicted that distal prosodic cues should be easily outranked by Tier II
(segmental) and Tier I (knowledge-based) cues.

In the present work, we extended the results of Dilley and Pitt (2010) to determine
whether distal speech rate, in particular, is robust in the face of conflicting proximal
cues, or whether it is easily overcome by other cues. These experiments further
represent some of the first experiments to directly manipulate acoustic cues to test pre-
lexical theories’ predictions about the use of sublexical cues in word boundary
placement. By manipulating both distal and proximal acoustic parameters and
assessing their relative strength, this study allowed investigation of the question of
whether distal prosodic cues might be integrated into the Mattys et al. (2005)
hierarchy in a place that is distinct from that of ‘‘metrical’’ prosodic cues, as suggested
by Dilley et al. (2010), while helping to clarify what that place should be. In addition,
given the uncertain nature of proximal acoustic cues as segmental, subsegmental, or
suprasegmental cues, this work will help clarify the place of various proximal acoustic
cues in a segmentation hierarchy, or perhaps whether they can be fit into the hierarchy
at all. Most importantly, these experiments were intended to provide a test of whether
the weighting of word segmentation cues are evaluated dynamically such that cues can
‘‘trade off’’ in the word segmentation process as a function of their individual
strengths.

Four experiments were conducted in which participants listened to sentence
fragments and were asked to indicate whether they heard a word, here referred to
as a ‘‘critical word’’, in a region of the sentence fragments with acoustic ambiguity to
the existence of a word boundary. Each experiment involved manipulating distal
speech rate in addition to a different proximal acoustic cue. A ‘‘critical word report
rate’’ was computed for each combination of distal speech rate and proximal cue
strength, representing how often participants reported hearing a critical word. In
Experiment 1, intensity was manipulated; in Experiment 2, F0; in Experiment 3,
proximal word duration; and, in Experiment 4, high-frequency noise. For all
experiments, slowing distal speech rate was expected to reduce critical word report
rate. For example, a slowed distal speech rate would cause participants to report
hearing a word between after and rich in the phrase the value went up after her rich less
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often. Additionally, it was hypothesised that strengthening the proximal acoustic cues
employed for each experiment would increase critical word report rates. For instance,
in Experiment 2, it was predicted that participants would report hearing a word
between after and rich more often with a large change in proximal F0 than with a small
change to this cue.

Several prior studies suggest that an interaction between distal and proximal cues is
also likely. First, Dilley et al. (2010) found that orthogonally-manipulated proximal
and distal acoustic cues interacted with each other in determining segmentation of
possible compound words; the effects of distal prosody were attenuated by particularly
strong proximal cues. For the present experiments, it is predicted that strong acoustic
manipulations (larger intensity, F0, word duration, and frication noise) should
produce a fairly unambiguous percept of a word boundary, resulting in decreased
effectiveness of distal speech rate as a cue compared with the effects of the distal
speech rate cue in conditions with a smaller, more ambiguous proximal acoustic
discontinuity.

A second reason for expecting an interaction between distal and proximal cues is
the robust literature on ‘‘cue trading,’’ which reflects interactions between different,
often proximal cues to segmental identity in perception of segments (Miller, 1994;
Repp, 1982). Some studies have shown that listeners’ judgments of locations of
boundaries within a continuum of voice onset times (VOTs) for voicing-based
phonetic category distinctions are dependent on the speech rate of the containing
and immediately preceding syllables (Miller & Volaitis, 1989; Summerfield, 1981).
Though most prior studies examining speech rate have primarily investigated this cue
at a proximal level, Wayland, Miller, and Volaitis (1994) showed that distal speech rate
can demonstrate interactive effects with proximal VOT cues to determine the location
of stimuli which are perceived as best exemplars of each voicing category. Prior work
such as this showing that speech rate affects phonemic boundaries and locations of
exemplars along a phonetic continuum for a fixed number of phonemes is clearly
distinct from the findings reported in Dilley and Pitt (2010), where speech rate created
percepts of variable numbers of phonemes and word boundaries. Nevertheless, the
mechanisms by which speech rate acts may be similar or overlapping in both sets of
phenomena, underscoring the likely possibility of interactions between distal speech
rate and proximal cues similar to these ‘‘cue trading’’ reports in segmental perception.

EXPERIMENT 1

The first potential proximal acoustic cue to word boundaries we manipulated was
intensity. Intensity only rarely has been directly manipulated in studies of word
segmentation, even though consonants are often associated with local reductions in
intensity (Stevens, 1998). Perception of glottal stops, which systematically fill word-
initial onset positions in syllables (Kenstowicz, 1994), can be cued by local intensity
decreases within steady-state vocalic regions (Hillenbrand & Houde, 1996). If a local
decrease in intensity causes a consonant such as the glottal stop to be perceived within
an acoustically ambiguous region that might contain a function word, critical word
report rates should increase. Manipulating proximal intensity and distal speech rate
simultaneously also allows for a test of whether distal prosodic effects on word
boundary placement are sensitive to proximal cues, and whether the cues are involved
in any trading relations in determining word boundary placement. If the distal speech
rate cue is outranked by the potentially segmental cue of intensity change, it would
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provide some evidence that distal speech rate belongs lower than Tier II (segmental
cues) in the Mattys et al. (2005) hierarchy.

Method

Participants

Twenty-nine participants (24 female, 5 male) were recruited for research credit at
Michigan State University. All were native speakers of English who self-reported
normal hearing and were at least 18 years of age (M"19.7 years, Range "18!28 years).

Stimuli and design

This experiment implemented a 2 (Sentence Fragment)#4 (Intensity Dip)#13
(Distal Speech Rate) within-subject design. The stimuli were derived from materials
used in Dilley and Pitt (2010), Experiment 1. Speech fragments recorded for that
experiment which served as the basis of sentence fragments constructed here were The
value went up after her rich neighbors. . . and People were offended after her rude. . . In
each case, the word her was spoken as ‘‘er’’, , with no initial /h/ sound, so that
spectral blending occurred across the initial word boundary of her; see Figure 1. These
two sentence fragments formed the basis of what will be referred to here as the ‘‘rich’’
and ‘‘rude’’ sentence fragments, respectively.

Each sentence fragment was divided into a ‘‘target’’ region (the acoustically
ambiguous function word, here ‘‘er’’ ; the preceding syllable, here -ter ; and
the following phoneme, here r- ) and a ‘‘context’’ region (everything else in the

Figure 1. Spectrogram representations of the original recordings of speech materials used for the ‘‘rich’’ (a)
and ‘‘rude’’ (b) sentence fragments. The lines above the spectrogram give the approximate durations of the
context (light gray) and target (dark gray) regions, with the text above that denoting the orthographic
transcriptions of each region.
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sentence fragment), following Dilley and Pitt (2010). These fragments were chosen
because the stimuli derived from them exhibited a robust distal speech rate effect in
Dilley and Pitt’s (2010) Experiment 1, permitted a wider range of acoustic
manipulation within the target region due to a relatively stable steady-state vocalic
region, and allowed investigation of the effect of cues signalling a consonantal onset
on word boundary placement. Though these two sentence fragments do have similar
target regions ([æft] and bounding a region of ), the distal speech rate effect is not
unique to the adjacent context they share (Dilley & Pitt, 2010).

Each of the speech fragments was then subjected to parametric manipulations of
both distal speech rate and intensity using Praat software (Boersma & Weenink, 2009),
as follows. First, 13 different distal speech rates were created by multiplying the
duration of the context region by values ranging from 1.25 to 1.85 in steps of 0.05,
hereafter ‘‘distal duration multipliers’’. The chosen range of distal duration multipliers
was selected to allow for a fine-grained assessment of effects of distal speech rate on
critical word reports and potential interactions with the manipulated proximal cue.
The specific values for the duration multipliers were selected from pilot work showing
that rates of hearing word boundaries varied substantially across this range. The
speech fragments were then subject to an intensity manipulation, for which a stylised
intensity profile very similar to that of Hillenbrand and Houde (1996) was created in
Praat, consisting of a linear, 26.8 ms intensity dip, followed by a constant, 13.8 ms
intensity ‘‘trough’’, then a linear, 26.8 ms rise. The durations for the linear intensity
fall, trough, and rise were based on values observed in acoustic analysis of glottal stop
tokens produced by four speakers from the materials of Dilley and Pitt (2010). For the
analysis of glottal stop tokens, the endpoints of the intensity fall and rise were
operationally defined as the nearest glottal pulses to the intensity minimum of
the glottal segment. The trough was defined as the area immediately adjacent to
the intensity minimum with an intensity of less than 0.40 dB greater than that
minimum, approximately the just-noticeable difference (JND) for a 70 dB sound
(Viemiester & Bacon, 1988). The magnitude of the intensity dip was manipulated in
four steps: 0 dB, 6 dB, 12 dB, and 18 dB down from the original stimulus intensity,
selected based on the results of Hillenbrand and Houde (1996). These intensity
manipulations were performed using Praat to multiply the amplitude of the trough
region by scale factors, with troughs centred at the midpoint of the vocalic region of
the target (Figure 2).

Apparatus

E-Prime 2.0 Professional software of Psychology Software Tools, Inc. (Sharpsburg,
PA) was used to control all aspects of stimulus presentation and response collection.
Responses were collected on Lenovo 6209 computers, with participants listening to
presentations over Senneheiser HD 280 pro headphones.

Procedure

Participants were told to press a button on a keyboard labelled ‘‘yes’’ or ‘‘no’’ to
indicate whether they heard a word between ‘‘after’’ and ‘‘rich’’ (for the ‘‘rich’’
fragment) or between ‘‘after’’ and ‘‘rude’’ (for the ‘‘rude’’ fragment). In particular, for
the ‘‘rich’’ fragment, they were told to press ‘‘yes’’ if they heard something like ‘‘the
value went up after our rich neighbors’’ (with ‘‘a’’ and ‘‘her’’ also given as examples of
a word that might be heard in place of ‘‘our’’), and ‘‘no’’ if they heard something like
‘‘the value went up after rich neighbors’’. For the ‘‘rude’’ fragment, they were told to
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press ‘‘yes’’ if they heard something like ‘‘people were offended after a rude’’ (with
‘‘her’’ also given as an example of a word that might be heard in place of ‘‘a’’), and
‘‘no’’ if they heard something like ‘‘people were offended after rude’’. Participants
completed a short practice session consisting of six trials, representing a variety of
stimuli from both ends of the distal speech rate and intensity continua, followed by the
experimental trials. Trials across the experiment were blocked by sentence fragment
(‘‘rude’’ or ‘‘rich’’); there was counterbalancing of block order across participants,
such that 15 of participants were randomly assigned to an order in which they heard
all ‘‘rude’’ stimuli first, and 14 were assigned to an order in which they heard the
‘‘rich’’ fragment first.

Within each block, a total of 52 trials (4 levels of Intensity Dip#13 levels of Distal
Speech Rate) cycled through all stimuli for a given sentence fragment in a randomly-
generated order; this cycling through of stimuli was repeated six times, such that over
the course of the block each stimulus was presented a total of six times. The
administration of the instructions for the second sentence fragment occurred midway
through the experiment, which also served as a short break for participants.
The experiment was self-paced and most participants took between 45 and 55 min
to finish it.

Figure 2. Waveform representations of examples from the ‘‘rich’’ (a) and the ‘‘rude’’ (b) sentence fragments
with a distal word rate factor of 1.55 and intensity dip of 18 dB. The lines above the spectrogram give the
approximate durations of the context (light gray) and target (dark gray) regions, with the text above that
denoting the orthographic transcriptions of each region. The dotted area within the target region of the line
reflects the locus of intensity manipulation within the target.
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Results

Figure 3 shows the effects of Intensity Dip and Distal Speech Rate on the percentage of
trials for which participants indicated that a critical word was present (i.e., percentage
of ‘‘yes’’ responses) for the ‘‘rich’’ and the ‘‘rude’’ Sentence Fragments, respectively; this
will subsequently be referred to as the percentage of critical word reports. Separate lines
represent the different intensity levels. Data were analyzed using logit mixed-effect
models (Jaeger, 2008) in the lme4 package (Bates, Maechler, Bolker, & Vasishth, 2011)
written for the R statistical package (version 2.11.1; the R foundation for statistical
computing), with subjects as a random factor and Sentence Fragment, Intensity Dip,

Figure 3. Mean percentage of participant critical word reports as a function of Distal Speech Rate and
Intensity Dip, in dB, for the ‘‘rich’’ (a) and ‘‘rude’’ (b) sentence fragments in Experiment 1.
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and Distal Speech Rate as fixed factors. Likelihood ratio test results showed that the
best-fitting model was the saturated model, with all three fixed factors and their
interactions as terms. Slower Distal Speech Rates (corresponding to increasing values
of the distal duration multiplier) had lower critical word reports (b"!0.155, pB.01),
whereas increasing the magnitude of the Intensity Dip led to more critical word reports
(b"0.22, pB.01). In general, there were more critical word reports for the ‘‘rude’’
Sentence Fragment (M"60%, SD"16%) than for the ‘‘rich’’ Sentence Fragment
(M"53%, SD"12%), b "!0.28, pB.01. There was also a marginally significant
interaction between Distal Speech Rate and Intensity Dip (b"0.01, pB.06). As the
Intensity Dip level increased, there was a tendency of Distal Speech Rate to have less of
an effect on the percentage of critical word reports. Sentence Fragment additionally
interacted with both Distal Speech Rate (b "!0.08, pB.01) as well as Intensity Dip
(b"0.25, pB.01). The interactions involving Sentence Fragment suggest there was a
somewhat larger effect of Distal Speech Rate for the ‘‘rich’’ fragment than for the
‘‘rude’’ fragment and that for the ‘‘rich’’ fragment there existed a greater separation
between different levels of Intensity Dip than for the ‘‘rude’’ fragment.

Discussion

Results of Experiment 1 replicate and extend the basic findings of Dilley and Pitt
(2010). First, consistent with Dilley and Pitt (2010), slowing distal speech rate around
an acoustically continuous region of speech decreases the rate of reporting that the
speech contains an extra (critical) word. Second, the manipulating the magnitude of a
proximal intensity cue (i.e., the magnitude of an intensity dip within a steady-state
vocalic region) leads to an increased likelihood of perceiving a word boundary, at least
under the present experimental conditions. The latter finding is consistent with
previous work on glottal stop perception (Hillenbrand & Houde, 1996), where the
authors found that glottal stops were more frequently perceived within a steady-state
vocalic region as a function of an intensity dip within that region.

Finally, Experiment 1 reveals mixed support for an interaction between distal and
proximal cues. As the proximal acoustic cue of intensity became stronger, there was a
tendency for distal speech rate to have less of an effect on critical word reports.
However, the interaction between distal and proximal cues was not entirely consistent
across sentence fragments; the two cues traded off in a unique way for each sentence
fragment rather than being consistently ranked in strength relative to one another.

EXPERIMENT 2

For Experiment 2, proximal F0 was manipulated to examine its role in word boundary
perception. F0 has been described as a straightforward example of a suprasegmental
cue which conveys sentence-level prosodic information (Lehiste, 1970). More recently,
however, changes in F0 have been shown to co-occur with obstruent consonants
(Hanson, 2009; Pardo & Fowler, 1997), and F0 has been implicated in the perception
of glottal stops (Hillenbrand & Houde, 1996). Observations of the many functions of
F0 in cueing both segmental and suprasegmental structure led us to hypothesise that a
dip in F0 within the lexically ambiguous target region would potentially induce the
perception of the start of a new prosodic unit that began with a glottal stop, leading to
an increase in critical word reports. Furthermore, effects of distal speech rate were
expected in this experiment as well, with slower distal speech rates reducing critical
word reports. Finally, the distal speech rate and proximal F0 variables were expected to
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interact, in line with research on trading relations in segmental identification cues
(Miller, 1994; Repp, 1982) and with Experiment 1, with larger dips in F0 leading to
decreased effectiveness of distal speech rate as a cue to word boundaries.

Method

Participants

Twenty participants (14 female, 6 male) were recruited for research credit at
Michigan State University. All were native speakers of English who self-reported
normal hearing and were at least 18 years of age (M"21.5 years, Range "18!47 years).

Stimuli and design

The same spoken phrases as used in Experiment 1 formed the basis of stimuli in
Experiment 2. Moreover, the distal speech rates used to manipulate context speech rate
and trough length for the proximal manipulation were identical to Experiment 1, with a
proximal F0 change replacing the proximal intensity change of Experiment 1, leading to
a 2 (Sentence Fragment)#4 (F0 Dip)#13 (Distal Speech Rate) within-subject design.
The manipulation of distal speech rate was performed before instantiation of the F0 dip.
Data from Hillenbrand and Houde (1996) suggested that F0 changes greater than about
20 Hz were not differentiated by subjects in determining the existence of glottal stops.
The values chosen for this experiment consisted of dips of 0 Hz, 7 Hz, 14 Hz, and 21 Hz
in order to elicit glottal stop perceptions variably. The manipulations were performed
using Praat, with 26.8 ms F0 troughs centred at the midpoint of the vocalic region of the
target, and 13.8 ms linear interpolations of F0 between the endpoints of the trough and
the surrounding region of the target (Figure 4).

Apparatus

The apparatus used for Experiment 2 were identical to that of Experiment 1, with the
sole difference that responses were indicated by the participant pressing buttons labelled
‘‘Yes’’ or ‘‘No’’ on a Psychology Software Tools, Inc. 200A Serial Response Box.

Procedure

The procedure was identical to Experiment 1.

Results

Figure 5 shows the effects of F0 Dip and Distal Speech Rate on the percentage of
critical word reports for the ‘‘rude’’ and the ‘‘rich’’ Sentence Fragments; separate
lines show the different values of F0 Dip. Logit mixed-effect models were again used,
with Sentence Fragment, F0 Dip and Distal Speech Rate as fixed factors and
subjects as a random factor. Consistent with Experiment 1, the saturated model,
with all three fixed factors and their interactions as terms, was the best-fitting model.
Slowing down Distal Speech Rate (by increasing the distal duration multiplier)
reduced critical word reports (b"!0.23, pB.01), and, similar to the Intensity Dip
manipulation, increasing values of F0 Dip increased critical word reports (b"0.16,
pB.01). There were more critical word reports for the ‘‘rude’’ sentence fragment
(M "54%, SD"12%) than the ‘‘rich’’ sentence fragment (M"51%, SD"9.6%),
b"!0.14, pB.01. The interaction between F0 Dip and Distal Speech Rate was not
reliable, b "0.007, p ".37. Again mirroring the results of Experiment 1, Sentence
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Fragment additionally interacted with both Distal Speech Rate (b"!0.08, pB.01) as
well as F0 Dip (b "0.38, pB.01). The main effects of Distal Speech Rate and F0 Dip
were replicated in separate analyses by Sentence Fragment, and the interaction
between the two was marginally reliable for ‘‘rich’’ (b "0.015, p B.06). Note that the
effects of F0 dip persisted across many distal speech rates, particularly for the ‘‘rich’’
fragment.

Discussion

Results of Experiment 2 again confirm the effects of distal speech rate on word
boundary placement, with slower Distal Speech Rates leading to fewer critical word
reports. Moreover, the proximal acoustic cue of F0 Dip was effective in modulating
critical word reports. The latter result shows that F0, which is systematically perturbed
by consonant segments (Hanson, 2009; Hillenbrand & Houde, 1996; Pardo & Fowler,
1997), is indeed a cue to word boundary presence and placement. These results extend
the findings of Hillenbrand and Houde (1996) concerning the influence of F0 Dip on
glottal stop perception to a different set of contexts, suggesting that the F0-motivated

Figure 4. Waveform representations of examples from the ‘‘rich’’ (a) and ‘‘rude’’ (b) sentence fragments
with a distal word rate factor of 1.55 and F0 dip of 21 Hz. The lines above the spectrogram give the
approximate durations of the context (light gray) and target (dark gray) regions, with the text above that
denoting the orthographic transcriptions of each region. The F0 dip is visible as a widening of the spacing
between pitch periods across the region indicated by the dotted area shown within the target portion of the
line.
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placement of a glottal stop within the target region led to the perception of an ‘‘extra’’
word within the target region. If, indeed, it is a glottal stop that is perceived within the
target region, this could be a form of allophonic variation, given that vowel-initial
words are often produced with a glottalised onset (Dilley et al., 1996), and therefore
situated within Tier II of the Mattys et al. (2005) hierarchy. Distal speech rate, a
prosodic (likely Tier III) cue, here seems to be stronger than the F0 information,
mirroring findings from Experiment 1 and further indicating the difficulty of
incorporating this cue into the segmentation hierarchy proposed by Mattys et al.
(2005).

Distal Speech Rate and the proximal acoustic cue of F0 Dip did not interact as
predicted for the analysis which also incorporated the effects of each Sentence
Fragment. However, an analysis of the ‘‘rich’’ fragment alone show that
the interaction between the two variables was marginally significant, such that the
stronger the proximal acoustic cue (i.e., the larger the size of the F0 dip), the smaller
the effect of distal speech rate on whether participants heard a critical word. This is
particularly apparent in Figure 5(a), where the critical word report rate with an F0 Dip
of 7 Hz was closer to the 14 and 21 Hz F0 Dips with a faster Distal Speech Rate, but
was closer to the 0 Hz F0 Dip with a slower Distal Speech Rate. The unreliable
interaction may simply reflect the lower power to detect significant effects for
each sentence fragment considered individually compared with collapsing responses
across fragments. Finally, the F0 cue was found to be more effective in eliciting
perceptions of critical words for the ‘‘rich’’ fragment than for the ‘‘rude’’ fragment.
One potential explanation for this difference is that the relative magnitudes of F0 dips
for the ‘‘rich’’ fragment were one semitone greater than those for the ‘‘rude’’ fragment.

EXPERIMENT 3

Experiment 3 involved manipulation of distal speech rate in combination with
proximal word duration (i.e., the length of the segmental material within the target
region). Durational lengthening has been observed to occur at prosodic boundaries
including the word boundary (Byrd & Saltzman, 2003; Shatzman & McQueen, 2006;
Turk & Shattuck-Hufnagel, 2000). Vowel duration is a clear example of a segmental
cue in languages where vowel length is phonemic, such as Finnish or Arabic. In
English, however, it is not clear whether vowel length is a segmental, subsegmental, or
suprasegmental cue or whether its status may change under some conditions. Here, it
was explored whether the distal speech rate would still affect critical word report rates
and whether those effects would be independent of a proximal manipulation that was
itself temporal in nature. It might be the case, for example, that listeners would
interpret the proximal increase in target segmental duration as a decrease in proximal
speech rate. They might, therefore, compute the existence of a critical word by way of
comparison of relative distal and proximal speech rates. Alternatively, distal speech
rate and proximal word duration may be independent of each other, such that the two
cues do not interact. Again, by comparing the strength of the distal speech rate and
proximal acoustic cues, this will help situate both of them with respect to each other
on a word segmentation cue hierarchy.
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Method

Participants

Thirty participants (21 female, 9 male) were recruited for research credit at Michigan
State University. All were native speakers of English who self-reported normal hearing
and were at least 18 years of age (M"20.3 years, Range "18!29 years).

Figure 5. Mean percentage of participant critical word reports as a function of Distal Speech Rate and F0

Dip, in Hz, for the ‘‘rich’’ (a) and ‘‘rude’’ (b) sentence fragments in Experiment 2.
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Stimuli and design

Distal speech rates were identical to Experiments 1 and 2, and four levels of
proximal word duration were chosen, again setting up a 2 (Sentence Fragment)#4
(Word Duration)#13 (Distal Speech Rate) design. Here, distal speech rate and word
duration were manipulated simultaneously in Praat. For each combination of sentence
fragment and distal duration multiplier, a proximal duration multiplier was assigned,
which worked analogously to distal duration multipliers, with target word duration
being multiplied by one of four multipliers: 1.00, 1.25, 1.50, and 1.75. These values
were selected using two criteria: maximisation of the range of possible percepts, and
the creation of a continuum of proximal duration multipliers representative of the
approximate span of the distal duration multipliers, to test the hypothesis that the
strength of the proximal word duration cue to word boundaries would be relative to
the strength of the distal speech rate cue (Figure 6).

Apparatus

The apparatus used was identical to Experiment 2.

Figure 6. Waveform representations of examples from the ‘‘rich’’ (a) and ‘‘rude’’ (b) sentence fragments
with a distal word rate factor of 1.55 and proximal word duration factor of 1.75. The lines above the
spectrogram give the approximate durations of the context (light gray) and target (dark gray) regions, with
the text above that denoting the orthographic transcriptions of each region.
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Procedure

The procedure was the same as in Experiment 2.

Results

Figure 7 shows the effects of Word Duration and Distal Speech Rate on the
percentage of critical word reports for the ‘‘rich’’ and ‘‘rude’’ Sentence Fragments.
Logit mixed-effects models were used to determine the effects of the fixed factors
Word Duration, Distal Speech Rate, and Sentence Fragment, with subjects as a
random factor. The saturated model, which incorporated all fixed factors and their

Figure 7. Mean percentage of participant critical word reports as a function of Distal Speech Rate and
Word Duration for the ‘‘rich’’ (a) and ‘‘rude’’ (b) sentence fragments in Experiment 3.
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interactions, once more provided the best fit to the data. As in the previous two
experiments, slowing Distal Speech Rate reduced critical word reports (b "!0.11,
pB.01), whereas increasing the magnitude of the proximal cue, in this case Word
Duration, produced more critical word reports (b"0.17, pB.01). The ‘‘rude’’ sentence
fragment had higher critical word report rates (M "57%, SD "14%) than the ‘‘rich’’
fragment (M"49%, SD"16%), b"!0.34, pB.01. The interaction of Distal Speech
Rate and Word Duration was reliable (b "0.022, p B.01), and notably was reliable for
both fragments (‘‘rude’’: b "0.02, pB.01; ‘‘rich’’: b "0.03, pB.01). Stimuli with
longer Word Duration were less sensitive to the effects of Distal Speech Rate than
were stimuli with shorter Word Duration. That is, increasing Word Duration tended to
attenuate the effect of Distal Speech Rate cue on critical word reports.

Discussion

In Experiment 3, the distal speech rate effect persisted even when the proximal cue
also involved a manipulation of temporal information. The proximal cue of word
duration also significantly affected whether participants reported a critical word. The
two cues were not independent, with less discrimination between levels of Distal
Speech Rate for larger values of Word Duration than smaller values when the
interaction was analyzed across sentence fragments. That the interaction between
these cues was reliable even when analyzed separately for both sentence fragments
speaks to the strength of this interaction. This is consistent with the idea that listeners
used a comparison of the relative speed of the distal and proximal regions to
determine where to place word boundaries, rather than using some sort of absolute
tempo metric. The strength of each cue depends on the strength of the other,
suggesting that, regardless of which cue is stronger in word segmentation, the stronger
cue is influenced by the weaker.

Though the lengthening in Experiment 3 may bear some similarity to that used in,
for example, contrastive emphasis (which persists across speech rates, Cummins,
1999), contrastive emphasis is unlikely to explain the results of Experiment 3, as it is
unlikely to co-occur with the reduced speech used here. Regardless of whether listeners
interpreted the increased lengthening on ‘‘er’’ as stress or emphasis (Cummins, 1999)
or as boundary-related lengthening (Turk & Shattuck-Hufnagel, 2000), it remains true
that the distal speech rate manipulation caused listeners to differentially report
hearing an extra word within the target region for a given proximal word length.

EXPERIMENT 4

In Experiment 4, an unambiguously segmental cue, that of frication noise, was
compared to distal speech rate, in order to see whether proximal acoustic cues can
rank higher than distal prosodic cues under any circumstances. The combination of
noise and intensity drop reliably corresponds to a fricative consonant in English
(Stevens, 1998). Thus, across the four experiments, it was predicted that the proximal
acoustic manipulation in Experiment 4 (/h/-like frication noise) would be most
effective in segmentation due to its conclusively segmental nature, compared to the
indeterminate cues of Experiments 1!3. It was therefore expected that the frication
noise cue could clearly and distinctly be put on Tier II of the Mattys et al. (2005)
hierarchy, in contrast to the cues explored in Experiments 1!3. Frication was selected
in order to evoke recovery of the original /h/ in each sentence fragment through
combining a naturalistic /h/ sound with versions of each stimulus, causing changes in
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intensity and high-frequency noise for the sentence fragments. Furthermore, the
manipulation used in Experiment 4 combined two acoustic dimensions of variation
(frication noise and a local intensity dip). These dimensions were expected to
reinforce each other, resulting in a stronger effect on word segmentation and lexical
perception than the single dimension of variation in the other three experiments.
Still, given its robustness so far, it was predicted that distal speech rate effects would
persist, even when listeners heard definitive segmental cues to word boundary
placement.

Methods

Participants

Twenty-six participants (22 female, 4 male) were recruited for research credit
at Michigan State University. All were native speakers of English who self-
reported normal hearing and were at least 18 years of age (M"21.9 years,
Range "20!40 years).

Stimuli and design

Once more, this experiment had a 2 (Sentence Fragment)#4 Noise Strength)#13
(Distal Speech Rate) design. The base sentence fragments and distal duration
multipliers were identical to the previous experiments.

Natural voiceless /h/ tokens were selected from the talkers who had produced the
original speech fragments for materials in Dilley and Pitt (2010); voiceless tokens were
chosen to avoid perceptual effects of F0 discontinuity which could have arisen from
voiced /h/ tokens. For the ‘‘rich’’ speech fragment, a token of /h/ spoken by the same
talker in another sentence context in materials recorded for the original Dilley and Pitt
(2010) experiments was selected as the basis of proximal manipulations. For the
‘‘rude’’ speech fragment, because of the infrequent use of voiceless /h/ tokens in that
talker’s productions, a token of /h/ from the same sentence spoken by a different talker
was used. Both tokens had their intensities adjusted so as to create a 10 ms intensity
transition into and out of the /h/ token, to make the transition into and out of the
token less abrupt.

Natural voiceless /h/ tokens show a change in source spectrum to a glottal frication
source as well as a dip in intensity relative to source properties of context vowels.
Therefore, a multi-step approach was taken. First, the duration of the target region of
each stimulus was augmented in length by the duration of the selected /h/ token
through multiplying the target region’s duration by the relevant multiplicative factor in
Praat. The manipulation of target duration was performed simultaneously to the
imposition of the 13 possible distal duration multipliers. To mimic changes in intensity
that occur in naturally-produced /h/ segments, a 5 dB intensity dip was created at the
midpoint of each target region, similar to the intensity dips created for Experiment 1.
The trough length of this intensity dip was set to equal the duration of the natural /h/
token being spliced in.

Finally, a continuum of stimuli ranging in strength from no frication noise to high
frication noise was created, with frication noise being centred at the temporal
midpoint of the target region. The stimuli with no /h/ token spliced into them, and
therefore with the lowest level of frication noise (i.e., none), will be referred to as the
adjusted stimuli, to differentiate them from stimuli from previous experiments without
proximal word duration or intensity adjustment. The second-lowest level of frication
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noise was the result of inserting the /h/ token directly around the midpoint of the
target region of the adjusted stimuli. The relatively lower intensity of the frication
noise in comparison to the target led to a weak /h/ percept. An approach based on the
principle of signal-to-noise ratio (SNR) was used to create the other steps on the
frication noise continuum.

For this experiment, the ‘‘signal’’ was the portion of the target region within the
modified stimulus around the midpoint of the region, where the frication noise was
to be inserted; the ‘‘noise’’ was the /h/ token itself. The SNR, then, reflected the ratio
of the power of the part of the adjusted target where the frication noise was to be
inserted (the ‘‘signal’’) to the power of the /h/ token (the ‘‘noise’’). Praat was used to
multiply the amplitude of the adjusted target ‘‘signal’’ by a scalar designed to lower
the power of the ‘‘signal’’ region to match a given SNR, thereby decreasing the
strength of the ‘‘signal’’ region and producing a stronger /h/ percept. One of the
SNRs selected was 0 (i.e., the power of the adjusted target and the power of the /h/
token were the same). Another SNR chosen was equal to half the SNR between the
adjusted target and frication noise, representing the midpoint in the SNR between
the other two steps. The SNR values used varied between the sentence fragments
used, as initial SNRs differed as a result of the different powers of the adjusted
target regions and /h/ tokens selected. They also varied slightly from distal duration
multiplier to distal duration multiplier because of inconsistencies in the handling of
power by Praat. Table 1 gives the means and standard deviations for the SNRs used
(Figure 8).

Apparatus

The apparatus used were identical to Experiments 2 and 3.

Procedure

The procedure was identical to that of Experiments 2 and 3.

Results

Figure 9 shows the effects of Noise Strength and Distal Speech Rate on the percentage
of critical word reports for the ‘‘rich’’ and ‘‘rude’’ Sentence Fragments. Different lines
represent different strengths of Noise Strength. The effects of the fixed factors Noise
Strength, Distal Speech Rate, and Sentence Fragment were determined using logit
mixed-effect models, with subjects as a random factor. The saturated model was the

TABLE 1
Means and standard deviations for the SNRs of Experiment 4 stimuli, arranged by sentence

fragment and Noise Strength

Noise Strength

Weak Moderate

Phrase None Mean SD Mean SD Strong

‘‘rich’’ n/a $17.51 0.02 $8.76 0.01 0
‘‘rude’’ n/a $11.82 0.05 $5.91 0.03 0

Notes: No standard deviation is given for stimuli with None or Strong Noise Strength because both classes

of stimuli had no variation in SNR.
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best-fitting model. As in the preceding experiments, slowing Distal Speech Rate
decreased critical word reports (b"!0.11, pB.01). For the Noise Strength manipula-
tion, more noise resulted in more critical word reports (b"0.99, pB.01). Though the
‘‘rude’’ sentence fragment (M "70%, SD"13%) had higher critical word report rates
than the ‘‘rich’’ sentence fragment (M "65%, SD "11%), the difference was not
reliable (b"!0.069, p".44). Distal Speech Rate and Noise Strength did not interact
(b"!0.002, p".70). However, there was a reliable three-way interaction between
Sentence Fragment, Distal Speech Rate and Noise Strength (b"0.037, pB.01). To
unpack this interaction, data from each sentence fragment were analyzed separately.
This analysis revealed a reliable interaction between Distal Speech Rate and Noise
Strength for the ‘‘rich’’ fragment (b"0.04, pB.01), but not for the ‘‘rude’’ fragment
(b"!0.001, p".88).

Finally, the Medium and High levels of Noise Strength were also analyzed
separately, in order to determine whether the effects of Distal Speech Rate, and any
interactions between the factors, were apparent even when critical word report
rate was near ceiling. The best-fitting model for the Medium and High levels of
Noise Strength was one in which Distal Speech Rate, Noise Strength, and Sentence

Figure 8. Waveform representations of examples from the ‘‘rich’’ (a) and ‘‘rude’’ (b) sentence fragments
with a distal word rate factor of 1.55 and SNR of 0. The lines above the spectrogram give the approximate
durations of the context (light gray) and target (dark gray) regions, with the text above that denoting the
orthographic transcriptions of each region. The dotted area within the target region of the line reflects the
locus of /h/ manipulation, including the surrounding intensity dip and addition of frication noise.

ACOUSTIC CUES TO WORD BOUNDARIES 1295

D
ow

nl
oa

de
d 

by
 [M

ic
hi

ga
n 

St
at

e 
U

ni
ve

rs
ity

] a
t 1

2:
57

 0
5 

N
ov

em
be

r 2
01

3 



Fragment, and the interaction between Distal Speech Rate and Noise Strength
were used in the model, but Sentence Fragment was not crossed with the other two
factors. As before, increased Noise Strength led to more critical word reports
(b "0.41, p B.01). Despite the fact that critical word report rate was close to ceiling,
slowing Distal Speech Rate still reliably decreased critical word report rate (b "
!0.10, p B.01). The ‘‘rude’’ sentence fragment had lower critical word report rates
than the ‘‘rich’’ sentence fragment (b "0.63, p B.01). However, there was no
significant interaction between Distal Speech Rate and Noise Strength (b "!0.02,
p".30).

Figure 9. Mean percentage of participant critical word reports as a function of Distal Speech Rate and
Noise Strength for the ‘‘rich’’ (a) and ‘‘rude’’ (b) sentence fragments in Experiment 4.
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Discussion

In Experiment 4, distal speech rate still motivated placement of word boundaries,
and adding two related proximal cues to the speech stream*frication noise and
intensity dip*also led to an increase in the frequency of word boundary placement.
Though the two cues did not directly trade off, there was a three-way interaction
between the distal cue, the proximal cue, and the sentence fragment, such that there
was an interaction between the distal and proximal cues for the ‘‘rich’’ fragment but
not for the ‘‘rude’’ fragment. For the ‘‘rich’’ fragment, Distal Speech Rate had a
robust effect on word boundary perception for the two conditions with smallest
Noise Strength. For the largest two Noise Strengths, varying Distal Speech Rate
maintained an effect on critical word report rates even though critical word reports
were near ceiling for all distal speech rates. However, for the higher levels of Noise
Strength, there was no interaction between Distal Speech Rate and Noise Strength,
and interactions between Sentence Fragment and the other two cues were unreliable.
The lack of a two-way interaction between the proximal and distal cues when both
sentence fragments were considered together may reflect differences between the two
sentence fragments in cue strength; further studies will need to assess the potential
interaction between the cues in a wider variety of contexts. Compared to
Experiments 1!3, here the predictions of Mattys et al. (2005) are relatively
supported; the Tier II cue of segmental noise is a larger determinant of word
boundary placement than the distal speech rate cue, which, under the hierarchy,
would likely fall in Tier III.

GENERAL DISCUSSION

The present studies involved a simultaneous manipulation of distal speech rate,
building on the work of Dilley and Pitt (2010), as well as one of several proximal
acoustic cues, in order to investigate the independent and interactive effects of these
cues in vowel-initial word boundary placement. In the present studies, listeners
selected one of two lexical interpretations for each test sentence fragment that was
spoken with a critical vowel-initial word (here, a word with an elided initial
consonantal onset), in order to indicate whether they had heard the word. Results
across four experiments extend findings of Dilley and Pitt (2010) by showing that
distal speech rate can be a robust determinant of whether a spectrally reduced, vowel-
initial word is heard, even in the face of conflicting acoustic cues. Moreover, the
current work extends recent studies of distal prosodic cues (Dilley & McAuley, 2008;
Dilley et al., 2010; Dilley & Pitt, 2010) by showing that distal speech rate effects
persisted under a wide range of proximal acoustic realisations of the critical word
onset: intensity (Experiments 1 and 4), F0 (Experiment 2), proximal word duration
(Experiment 3), and frication noise (Experiment 4). By using direct manipulation of
several proximal acoustic variables, the present results demonstrate causally that these
proximal acoustic variables have effects on lexical perception and word segmentation.
This contrasts with previous, largely observational studies, which successfully
demonstrated that each individual cue studied here is deployed in sentence production
(Byrd & Saltzman, 2003; Dilley et al., 1996; Fougeron & Keating, 1997; Hanson, 2009;
Turk & Shattuck-Hufnagel, 2000) but which have left many questions unanswered
about their use by listeners (see Hillenbrand & Houde, 1996, Pardo & Fowler, 1997;
Shatzman & McQueen, 2006).
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The pattern of interactions across experiments suggests that the effectiveness of
distal speech rate as a segmentation cue depends on the type and strength of a given
proximal acoustic cue. The present experiments therefore clearly demonstrate that
different kinds of cues ‘‘trade off’’ dynamically to determine word segmentation. This
is the first series of studies to specifically examine the robustness of the distal speech
rate effect on word segmentation in the face of conflicting proximal acoustic cues, as
well as the relative strength of those cues, allowing for a more-nuanced examination of
the strength of the distal speech rate effect. The results clearly show that distal speech
rate is a robust cue to word boundary placement which can have large effects on the
number of words (and word boundaries) perceived by a listener, even in the face of
conflicting proximal acoustic information.

The results revealed that distal and proximal cues sometimes interact, but not
always. Significant interactions were found between the distal and proximal variables
in Experiments 3 and 4, and a marginally significant interaction was observed in
Experiments 1 and 2 (for the ‘‘rich’’ fragment). The variability of the results may be a
function of the large number of distal speech rates employed for this experiment, the
small number of sentence fragments, and/or the reduced power of analyses to detect
significant effects when analyzing responses separately by fragment.

Most of the effects observed in this study were found to hold for both sentence
fragments examined, with a few exceptions. Though the sentence fragments yielded
different magnitudes for the main effects and interactions observed, particularly for
proximal acoustic cues, the direction of those main effects and interactions were
largely consistent across both test sentence fragments. To the extent that there were
differences in effects between the sentence fragments used, the results showed that
the effectiveness of distal speech rate and proximal acoustic cues can depend on the
specific lexical speech context and pre-existing acoustic information in each fragment.
Further exploration of the interplay between distal speech rate and proximal acoustic
cues across a wider variety of proximal and distal contexts would help elaborate on the
strength and applicability of each of these types of cues in normal speech perception.

As discussed in the introduction, a number of frameworks have begun to be
developed which attempt to account for effects of multiple sources of information on
phonetic perception and/or word segmentation (Clayards et al., 2008; Feldman et al.,
2009; Goldwater et al., 2009; Mattys et al., 2005; Norris & McQueen, 2008; Toscano &
McMurray, 2010). Of these, the most fully elaborated model so far proposed for word
segmentation is the promising framework of Mattys et al. (2005), which combines the
strengths of lexical (e.g., TRACE, McClelland & Elman, 1986; Shortlist, Norris, 1994;
Shortlist B, Norris & McQueen, 2008) and pre-lexical (e.g., Christiansen et al., 1998)
theories of word segmentation. That proposal aimed to synthesise multiple segmenta-
tion cues into a fairly strict hierarchy of cue strengths, and has three principal
strengths. First, completeness; by combining insights from both lexical and pre-lexical
theories, the Mattys et al. (2005) hierarchy served as a near-comprehensive list of the
cues which had been shown to affect word segmentation. Second, stratification; by
classifying cues into one of three separate layers (Tier I, segmental; Tier II, segmental
and acoustic-phonetic; Tier III, metrical prosodic), Mattys et al. (2005) allowed for a
relatively simple, uncluttered division of cues, with each type of cue being classified as
wholly a member of exactly one tier. Third, ranking; by ranking cues with respect to
each other, and postulating that higher-level cues almost always overpowered lower-
ranked ones, Mattys et al. (2005) allowed for robust predictions about the relative
power of each type of cue.
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The experiments presented here, however, indicate that revisions need to be made to
the Mattys et al. (2005) hierarchy. First, distal prosodic cues represent a significant
point of incompleteness for the hierarchy. Their absence is understandable, consider-
ing how recently the effects of the distal cues were demonstrated. As the results from
Dilley et al. (2010) and the present paper show, distal prosodic cues are potent cues to
word boundaries. Despite their prosodic nature, it seems clear that they pattern
differently from so-called ‘‘metrical’’ prosodic cues discussed in Mattys et al. (2005).
As such, the framework could be improved through the addition of distal prosodic
cues to the hierarchy, perhaps as a separate tier.

Moreover, the experiments here call into question the strong hypothesis assumed in
Mattys et al. (2005) that each cue can be stratified into a single level of a segmentation
hierarchy. The distal speech rate effect could not clearly be sorted into one of the three
tiers discussed; it is not knowledge-based (Tier I), not clearly segmental (Tier II), and
though prosodic, is not linked to the metrical prosody described in the original
hierarchy, that is, word stress (Tier III). However, more subtly, the proximal acoustic
cues manipulated for this experiment also cannot be reconciled with any one tier.
Consider the discussion of the segmental status of the proximal acoustic manipula-
tions. It is not clear whether, for example, F0 is segmental (Tier II), subsegmental
(perhaps also Tier II), or suprasegmental (Tier III) in nature. Placing it on the
hierarchy, then, is quite challenging, especially considering it was outranked in
Experiment 2 by distal speech rate, a cue that would most likely fall under Tier III
under the current formulation of the hierarchy.

Finally, the results here speak to the difficulty of assigning cues with gradient
rankings to a strictly-ranked hierarchy, something that Mattys et al. (2005) were
clearly aware of. Indeed, subsequent results by Mattys and Melhorn (2007) suggested
that varying cue strength might result in different patterns of relative ranking of
segmentation cues; their data suggested that strong segmental acoustic information
favouring a word boundary could apparently outweigh knowledge-based information,
in contrast to the earlier working hypotheses of Mattys et al. (2005). Here, across
experiments, both distal speech rate and proximal acoustic cues were consistent in that
they affected critical word report rates, but their relative rankings differed in a graded
fashion as a function of the strength of each cue. The gradient rankings of each cue, as
opposed to the absolute rankings exemplified by a strict hierarchy, can be seen easily
by examining the interactions between distal and proximal cues across experiments.
The use of distal and proximal cues traded off in a way that was unexpected given a
narrow reading of the Mattys et al. (2005) hierarchy, but reminiscent of trade-offs in
segmental phonetics (Miller, 1994; Repp, 1982) and subsequent work by Mattys and
colleagues (e.g., Mattys & Melhorn, 2007). The strength of each cue appears to
quantitatively affect the ranking of each cue; there is no qualitative point beyond
which any particular cue is simply ‘‘used’’ or ‘‘not used’’, as implied by a strict
hierarchy.

In addition to updating the Mattys et al. (2005) hierarchy, it might be fruitful to
explore developing a flexible word segmentation model that allows for the use of
multiple cues to word segmentation with changing cue strengths that unfold over time.
One promising framework is the adaptive resonance theory (ART) model ARTWORD
(Grossberg & Myers, 2000), which explicitly takes into account the effects of distal
phonetic information on phonetic judgments. Similarly, endogenous oscillator
approaches to prosodic boundary placement (e.g., Byrd & Saltzman, 2003) provide
a window to understanding the effects of distal temporal context on word
segmentation. In addition, Bayesian models of phonetic perception (Clayards et al.,
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2008; Feldman et al., 2009; Toscano & McMurray, 2010) and mixture-of-Gaussians
models (e.g., Toscano & McMurray, 2010) may be particularly suitable frameworks for
modelling the kinds of results demonstrated here. In particular, further development
of Bayesian approaches to word segmentation (Goldwater et al., 2009; Shortlist B:
Norris & McQueen, 2008) would seem particularly promising given our results.

In summary, the present results indicate that different types of prosodic cues (e.g.,
proximal intensity vs. distal speech rate) can have very different segmentation
strengths, depending on the strengths of each cue. These findings provide evidence
that different types of cues interact or ‘‘trade off’’ in the word segmentation process.
Our results thus indicate that a wider variety of specific acoustic-phonetic and
prosodic cues will need to be investigated in order to generate a comprehensive picture
of how word boundary cues are ranked and integrated with one another during
processing. In our studies, though each cue could have independent effects on word
segmentation and lexical perception, the congruent combination of these cues yielded
the strongest lexical percepts. These findings suggest that listeners use all acoustic
information available to them regarding the structure of the speech signal in order to
make sense of the lexical content of speech.
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